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* of the method that Terzuolo and Viviani used to transform the keystroke
times; (c) the effects of surrounding character context are sufficient
to explain differences in digraph latencies and these effects cross word
boundaries, showing that they are not word-specifice/
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Evidence Against Timing Patterns in Typing

A large part of our daily activity is based on highly practiced
motor movements. Examination of the detailed timing characteristics of
these motor movements can provide insight into how the mind learns,
stores, plans, and carries out actions. Typing is a particularly
interesting skill from this vantage point because people are readily
available with skills ranging from that of the complete novice to the
professional typist with thousands of hours of practice. The sequence
of keystrokes in typing provides a set of well defined events with
easily measured times. In contrast with tasks such as playing a musical
instrument, the control of timing in typing is not an explicit
constraint of the task, and therefore the timing in typing should more
clearly reflect the timing structure of the motor system.

Terzuolo and Viviani (Terzuolo & Viviani, 1979; Viviani & Terzuolo,
1980; Terzuolo & Viviani, 1980) have argued strongly and consistently
for a model of the control of timing in typing that postulates an
invariant timing pattern, or "motor engram," for each common word and
some common letter sequences. These timing patterns may vary from one
typist to another. They propose that keystroke times are generated in
parallel from these centrally stored, word-specific timing patterns.
Differences in overall time to type a given word are attributed to a
multiplicative rate parameter, constant for a given typing of the word,
but varying from one typing to another. They cite three lines of
evidence for their model of timing: (a) although the overall time to
type a given word may vary from one typing to another, the letter-to-
letter intervals within the word expand or contract proportionally,
maintaining fixed ratios and indicating a multiplicative rate parameter;
the observed interstroke intervals for a word are '"characterized by an
abstract invariant, namely the set of ratios of time intervals between
successive key presses" (Terzuolo & Viviani, 1980, p. 1098); (b) the
variability in keystroke times does not increase with the position of
the letter in a word, indicating that the times are generated in
parallel, rather than sequentially; (c) the interstroke interval for a
given digraph 1is sometimes significantly different when the digraph
occurs in different words, indicating a word-specific timing pattern.

The TV Model

Although Terzuolo and Viviani never present an explicit model for
timing in typing, the following model, which I will call the "TV model,"
is in accord with their view of timing control. In the TV model, the
Keystroke times are generated in parallel by multiplying a stored timing
pattern by a rate parameter. Let the observed keystroke times for a
word be given by the expression

twn = ern + e"n (l)

AR are s . il ¥ g 1 - 5400
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The expression for the corresponding interstroke intervals is 1
tun = Twln + eyn — ew(n-1) (2) °
where
€.m is a random error term for the pth letter in th th typi f *
“I ““the word. It is a random nord%l variate with Segh = gylng °

In is the stored timing pattern interval for the nth letter.
(n=Ta - T(n-l))-

iwn is the observed jihterstroke interval for the nth letter in the
wth typing of the word, =

r, is_a rate parameter, constant for the wth typing of the word.
It is a random normal variate with mean = I.
) T, is the stored pattern time for the nth letter.

tm is the time for the nth keystroké in the wth instance of the
worde. - -

In this paper I question the evidence for the Terzuolo and Viviani
model of timing, using data that I have collected from skilled typists
as well as data published by Terzuolo and Viviani. I discuss the three
aspects of the model in turn: (a) the multiplicative rate parameter; (b)
the parallel generation of keystroke times; (c) the word-specific timing

patterns.

Is There a Multiplicative Rate Parameter?

Although Terzuolo and Viviani (1980) argue for the presence of a
multiplicative rate parameter and present suggestive data, they do not
report any statistical evidence for this aspect of the model. The
presence of a rate parameter in the model makes two predictions that can
be tested. First, the rate parameter makes the weak prediction that the
interstroke intervals within a word should be positively correlated over
repeated typings of the word. Second, the multiplicative rate parameter
makes the strong prediction that the ratio of the intervals should
remain constant as the overall duration of the word changes., In the
next two sections, I test these predictions of the rate parameter model.

Intervals Should Be Positively Correlated

Because the rate parameter is constant for a given typing of a
word, if one interval is, for example, longer in a given instance of the
word, the other intervals in that instance should tend to be longer
also. That 1is, 1if several instances of a word are examined, the
interstroke intervals within the word should be positively correlated.
I therefore analyzed data from typists to see if the intervals within a
word were positively correlated.

Method. In Study 1, five professional typists transcribed normal t
English prose, typing at a Hazeltine 1500 computer terminal. All five
typists were very familiar with this terminal, using it as part of their
normal employment in conjunction with the campus word processing system.
The keystrokes were displayed on the screen of the terminal. Keypresses
and the corresponding times were recorded by a minicomputer.
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The text to be typed conmsisted of six prose articles adapted from
Reader’s Digest. The articles were edited to eliminate Arabic numerals
and quotation marks. Other punctuation and capital letters were
preserved from the original articles. The text was approximately 55,000
characters long and was presented as double-spaced, typewritten copy.
After a 10 minute warmup with another text, the typists were asked to
type the experimental text at their normal, rapid rate, without
correcting errors. The typists transcribed the text in from one to
three experimental sessions, taking occasional rest breaks at their ownm
choosing.

Study 2 was conducted about one year after Study l. In Study 2,
six professional typists, including the five typists who participated in
Study 1, transcribed normal English prose, typing on a high-quality
electronic keyboard (Microswitch model 518D12-4 with "tactile feel")
with a keyboard layout identical to that of the normal IBM Selectric
typewriter (Figure 1 shows the keyboard layout.) All typists frequently
typed on a Selectric typewriter. The typed letters were displayed on a
CRT in front of the typist. Keypresses and the corresponding times were
recorded by a microcomputer.

The text was ome of those used in Study l: an article adapted from
Reader’s Digest about diets. It will be referred to as the "diet text."
The text was approximately 12,000 characters long and was presented as
double-spaced, typewritten copy. After a 10 minute warmup with another
text, the typists were asked to type the diet text at their normal,
rapid rate, without correcting errors.

All words of four or more letters which occurred at least ten times
in either Study 1 or Study 2 were examined. Data from the two Studies
were treated separately. Since correlations can be stron ly affected by
outlying data, instances of words with aberrant %ntervals were
eliminated by two procedures. First, words containing an interval
greater than 400 msec (about 4% of the words) were eliminated. Next,
words containing a interval more than 3 standard deviations away from
the mean for that interval (another 2% of the words) were eliminated.
The correlation coefficient was calculated for all pairs of intervals
within each word. 1In all, 1517 correlations were calculated, involving
51 different words and 6 typists.

Results. Most of the correlations between interstroke intervals
were very small. Overall, 82% of the correlations were not
significantly different from =zero. 3% of the correlations were
significantly less than zero and 157 were significantly greater than
zero. The average correlation was +0.162. For the individual typists,
the average correlations ranged from +0.11 to +0.25. It is interesting
to note that the average correlation between intervals for a given
subject was significantly correlated with their median interstroke
intervals: r = +0.92. That is, the slower typists had more highly
correlated intervals. These values for the average correlation are
strongly weighted toward the longer words, because all possible pairs of
intervals within a word were used: for example, a four letter word has 3
different pairs of intervals but an eight letter word has 21 different
pairs. however, when the correlations within each word are collapsed,

thus weighting each word equally, the average correlation changed only
slightly, to +U.176.
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STANDARD QWERTY KEYBOARD
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Figure 1. The layout of the keyboard used in Study 2. This is the
standard "qwerty" keyboard and is identical to the keyboard layout of
the IBM Selectric typewriter.
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The TV model predicts a possible negative correlation for
successive interstroke intervals. This ecan be seen by noticing in
Equation 1 that the error term €y(p 1) enters into iy with a negative
sign, but would enter into i,(n 1) with a positive sign. (For further
discussion of the negative correlations in parallel timing models, see
Wing, 1980.) These negative correlations are confined to ad jacent
intervals. Therefore, I also summarized the correlations with adjacent
intervals omitted. The results are much the same. With adjacent
intervals omitted, 86% of the correlations are not significantly
different from 2zero, and only 12% are significantly positive. The
average correlations were +0.139 (all intervals) and +0.205
(correlations collapsed within words). These results indicate that if
there is a proportional expansion of intervals, the effect is extremely
small. Overall, it would. account for, at most, 4%Z of the variance
observed in interstroke intervals.

The Ratio.gg Intervals Withinlg Word Should Be Constant

Even though the data fail the weak prediction of the rate parameter
model, it is useful to test the stronger, quantitative prediction: if
the interstroke intervals for two digraphs within a word are compared
over instances of the word, the ratio of the two intervals should remain
approximately constant. If the ratio of two intervals was exactly
constant (which would be true if the error terms in Equation 2 were
equal to zero), a scatter plot of the intervals over repeated instances
of the word would fall on a straight line passing through the origin
with a slope equal to the ratio of the intervals. I call this line the
"constant ratio line." Even if both intervals contain a normally varying
random error, as in Equation 2, the scatter plot will still form an
ellipse whose principal axis is the constant ratio line.

Method. Of the 1517 pairs of intervals examined in the previous
study, 234 of them had a significantly positive correlation. The 39
pairs of intervals with significantly negative correlations violate the
rate parameter model and were not studied further. The 1243 pairs of
intervals with insignificant correlations also do not support the model;
since they do not have a well defined principal axis, they were not
studied further. For each of the 234 pairs of positively correlated
intervals, the slope of the principal axis of the corresponding scatter
plot was determined along with its 95% confidence 1limits, using the
method of Sokal and Rohlf (1969) for a bivariate normal distribution.
The slope of the principal axis was then compared with the slope of the
constant ratio line.

Results. Figure 2 shows a typical result. Note that the slope of
the constant ratio line falls outside of the confidence 1limits for the
principal axis slope. 1In the 234 comparisons made, the constant ratio
slope was outside the 95% confidence interval for the observed slope 140
times. If a multiplicative rate parameter model underlies the observed
data, the constant ratio slope should be rejected only 5% of the time.
(A study of simulated data generated according to the TV model, Equation
1, confirmed the expected 5% rejection rate.) Instead the constant ratio
slope was rejected 60X of the time. Separated by typist, the rejection
rate varied from 50% to 67%. When adjacent intervals are excluded, out
of 97 comparisons the constant ratio slope was rejected 5Y% of the time.
Surprisingly, there appears to be no relation between constant ratio
slope and the observed slope. The correlation coefficient between the
constant ratio slope and the observed slope was +0.02.
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Figure 2. Scatter plot of the wi versus th interstroke intervals in
instances of the word with as typed by Typist 3. The observed principal
axis of the bivariate dIStribution is shown, along with the 95% confi-
dence 1limits for its slope. The constant ratio line was calculated from
the ratio of the mean interstroke intervals, Its slope falls outside
the confidence 1limits for the observed principal axis. In an analysis
of 234 such interval pairs, the constant ratio line had a slope signifi-
cantly different from the observed axis 60% of the time, indicating that
the interstroke intervals within a word do not expand proportionally.
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Summary

An examination of interstroke intervals in repeated words did not
support the presence of a multiplicative rate parameter--the first
feature of the TV model of timing. The multiplicative rate parameter
makes the weak prediction that intervals within a word should be
positively correlated. 82% of the correlations found were not
significantly different from zero, 3% were significantly negative, and
only 15% were significantly positive. The multiplicative rate parameter
also makes the strong prediction that intervals within a word should
tend to have a constant ratio. Even when the analysis was restricted to
the intervals that were positively correlated, the scatter plots of
interval pairs had principal axes significantly different from the
constant ratio line 60% of the time.

Are Keystroke Times Generated in Parallel?

The second line of evidence cited by Terzuolo and Viviani for the

TV model is that the variances of the keystroke times do not increase
for successive letters in a word. They state:

The variance across instances of the time of occurrence of
each event of the sequence does not increase with the rank
order of the event within the sequence. . . . This implies
that the operations which specify the time of occurrence of
each event are not serially arranged for, otherwise, the
variability inherent to each event would summate. . . « The
events of the pattern are represented within the engram by

using a (functionally) parallel arrangement. (Terzuolo &
Viviani, 19860, pp. 1101-1102)

The contrast here is between a parallel model, such as the TV model, in
which the time of each keystroke is independently specified, and a
serial model in which the time of each keystroke is based on the time of
the previous keystroke. It is important to note that when Terzuolo and
Viviani refer to "the variance across instances of the time of
occurrence of each event of the sequence,”" they do not mean the observed
times of the events. The variance in the observed times does increase
along the sequence, as can be easily seen in Terzuolo and Viviani’s
data. Instead they are referring to the variances after the observed
times have been altered by a transformation which I will call the "TV
transformation." Most of this section will be devoted to the nature of
this transformation and its effects on simulated and observed times.

In the simple parallel model, without a rate parameter,

tun = Tn + €yn (3

The variance in both the time for each keystroke and the interstroke
intervals is constant. In the corresponding serial model,

tun = tu(n-1) + In + eyn (4)
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=Tp + iem (5)
s=1

The variance in the time for each keystroke with the serial model equals
the variance in the error term plus the variance in the previous time.
Thus, assuming the error terms are independent, the variance will tend
to increase linearly for successive times. (Note, however, that this
distinction only applies to the times; the variance of the interstroke
intervals is constant with both models.)

It would be easy to distinguish between the simple parallel and
serial models on the basis of this difference in variances. The
addition of a multiplicative rate parameter, however, complicates the
anaiysis. With the rate parameter, r the simple parallel model
becomes the TV model discussed in the previous sectio%: P

tun = TuTn+ Cun (6)

The corresponding expression for the serial model is:

bun = Twlhy+ iem 2
=1

Because the rate parameter is constant for a given typing of the word,
it leads to a positive correlation between intervals and hence the
variance of the times increases for successive keystrokes with both
models. Figure 3 compares the typical pattern of standard deviations of
keystroke times produced by the serial and parallel models with and
without a multiplicative rate parameter.

Terzuolo and Viviani’s approach was to try to remove the effects of
the rate parameter by a "homothetic" (proportional) transformation (the
TV transformation), and then look at the variances in the transformed
times. Their transformation method is to proportionally adjust the
observed keystroke times for a particular instance of a word by
multiplying each time by a constant. The set of constants, one constant
for each instance of the word, is chosen to minimize the variance of the
transformed times while keeping the average duration for the words the
game before and after the transformation (Terzuolo & Viviani, 1980;
Viviani, 198l). The TV transformation does indeed remove the effects of
tne rate parameter. Unfortunately, it also introduces an artifact into
the transformed times. In particular, the TV transformation causes
systematic distortions of the random error component in the observed
times. The consequence is that with the parallel model, although the
variances should be constant in the absence of the rate parameter, the
variances of the transformed times tend to decrease for successive
keystrokes. Surprisingly, the variances of the transformed times do not
increase for successive keystrokes with the serial model either.
Instead they form a distinctive pattern, but one different from that
based on the parallel model. In both cases, the pattern of variances
depends on the number of letters in the word (or more precisely, on the
number of successive times included in the transformation). Figure 3
shows how the TV transformation reduces the variance in the keystroke
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Figure 3. The standard deviations of simulated keystroke times pro-
duced by (starting at the top) parallel and serial models with a multi-
plicative rate parameter, parallel and serial models without a multipli-
cative rate parameter, and TV transformed times produced by the parallel
and serial models. In the case of the TV transformed times, the stan-
dard deviations are the same whether or not model includes a rate param-
eter. Each curve is based on simulated data for 1000 repetitions of a
six letter word.
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times. Note in particular that the variances are reduced below that for
parallel and serial models without a rate parameter, indicating that the
TV transformation is also reducing variance due to the random error
term, €. basis, of the artifact produced by the TV transformation
is that"'t Egﬁuces the variance due %o the rg%dom error term in a
systematically biased fashion.

Much of the following discussion will center on the pattern
obtained by plotting the standard deviations of the TV transformed times
as a function of letter position. I will call this pattern of standard
deviations the transform pattern. To investigate the effects of the TV
transformation on Kkeystroke times, I generated simulated times according
to the parallel and serial models as given in equations 6 and 7. These
simulated times were then transformed according to the method of
Terzuolo and Viviani. Figure 4 shows the resulting transform patterns
for sequences of length three to ten keystrokes. For three and four
keystroke sequences, the transform patterns decrease for successive
keystrokes with both models, and the models cannot be qualitatively
distinguished. For sequences of five or more keystrokes, however, the
transform patterns are qualitatively different for the serial and
parallel models.

Two important conclusions can be drawn from these simulation
results. First, the absence of increasing variance in the transformed
times, which Terzuolo and Viviani found, does not indicate an underlying
parallel model, since the variances of transformed times do not increase
with the serial model either. Second, since the parallel and serial
models produce different transform patterns, it still might be possible
to distinguish between parallel and serial control of timing by
comparing experimental keystroke times with those simulated according to
the two models.

Comparison of Data with Parallel and Serial Models

In Figure 5 the transform patterns for the words father and during,
as reported by Terzuolo and Viviani, are compared with the simulation
results f.r a 6 keystroke sequence. The experimental data fit a serial
model of timing much better than a parallel model. To make a more
complete evaluation, I compared the transform patterns published by
Terzuolo and Viviani with the corresponding patterns for the parallel
and serial models.

Method. Terzuolo and Viviani report transform patterns for 27
words of length 5 or more letters. The pattern for each word was
compared with the parallel and serial model by scaling the model pattern
with a multiplicative constant until the sum of the squared deviations
from the corresponding points of the word pattern was minimized. The
model pattern which produced the lowest minimum sum was declared the
best fit.

Results. 70%Z of the 27 words reported by Terzuolo and Viviani fit
the serial model better than the parallel model. I repeated this
analysis using my own data (the repeated words from Studies 1 and 2,
described previously) and found similar results. The analysis covered
gix tygists and a total of 97 words (5 letters or longer). 75% of the
words fit the serial model better than the parallel model. Additional
evidence is presented in Figure 6, taken from Terzuolo and Viviani
(1980), which shows the transform patterns for the ends of various
words. These patterns all show the striking increase in standard
deviations for the last letter that is typical of the serial model and

I—
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Figure 4.

A. Transform patterns obtained when simulated keystroke times gen-
erated by a parallel model (equation 6) were subjected to the propor-
tional transformation of Terzuolo and Viviani. For each curve, simulat-
ed keystroke times for 1000 sequences were transformed. The original
interstroke intervals had a standard deviation of approximately 17.

B. Identical to A, except that the simulated keystroke times were
generated by a serial model (equation 7).
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Figue 5, Comparison of transform patterns based on typist's data
with the transform patterns obtained from simulated data generated by
parallel and serial timing models. The typist's data are for the words
during and father as reported by Terzuolo and Viviani (1980). The simu-
1ated data are the parallel and serial transform patterns for six keys-
troke sequences from Figure 4. The transform patterns for the experi-
mental data fit the pattern for the serial model better than for the
parallel model.
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Figure 6. Transform patterns for the end of various words, as re-
ported by Terzuolo and Viviani. Note the striking increase in the pat-
tern for the last letter in the word. This behavior 1s characteristic
of transform patterns based on serial models, and once again indicates
the the experimentally observed keystroke times are more indicative of
an underlying serial control of timing than of a parallel control of
timing. (From "Determinants and Characteristics of Motor Patterns Used
for Typing"” by C. A. Terzuolo and P. Viviani Neuroscience, 1980, 5,
1085-1103. Copyright 1980 by IBRO. Reprinted by permission.)
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is not seen with the parallel model.

Summarz

Terzuolo and Viviani found that TV transformed keystroke times do
not exhibit a general increase in variance for successive letters in a
word, and cite this as evidence for a parallel rather than a serial
model of timing. It turns out, however, that the lack of increase in
variances was an artifact of the TV transformation. For sequences of
five or more keystrokes, however, the TV transform does produce a
qualitatively different pattern of variances for parallel and serial
models. I showed that the data of Terzuolo and Viviani, as well as my
data, fit a serial model better than a parallel model 70% to 75% of the
time. Thus the experimental data do not support the second feature of
the TV model--that keystroke times are determined in a parallel fashionm.

Are There Word-Specific Timing Patterns?

Terzuolo and Viviani (1980) showed that, in a number of cases, the
interstroke iInterval for a given digraph differed significantly
depending on the word in which it was embedded. For example, they
report that for one typist, the an interstroke interval (the time
between the a and n Keystrokes) was 147 msec in the word thank, but 94
msec in the word'ZgE. They cite these differences as evidence for a
word-specific timing pattern. An alternative explanation, however, is
that the interstroke interval could be modulated at the time of
execution by wider context beyond the digraph. In the word thank, for
instance, it could be that the right index finger which types the n is
later than usual because it was receatly occupied with typing thé h.
(Figure 1 shows the standard typewriter keyboard layout.) There would Be
no comparable delay in the word ran because the previous letters are
typed by the opposite hand. In my data, I found differences in
interstroke intervals for a given digraph in different contexts, similar
to those found by Terzuolo and Viviani. In this section I describe a
study of the effects of context on interstroke intervals, and of whether
these effects are word-specific.

The interstroke intervals in typing have almost always been
categorized in terms of the digraphs being typed. Some authors have
subdivided the digraphs, based on the type of finger movements required
to type the digraph (Coover, 1923; Kinkead, 1975; Terzuolo & Viviani,
1980; Gentner, 1981), but the digraph has remained the unit of
description. One study which considered wider context beyond the
digraph was reported by Shaffer (1978). Shaffer found that the
interstroke interval for a given digraph was affected by context both to
the left and right of the digraph. I conducted a systematic study of
how interstroke intervals are affected by the surrounding character
context.

Method

The data were interstroke intervals from Study 2, in which six
typists transcribed normal English prose. The analyses reported here
are based on all six-character sequences made up of the 26 lower case
letters along with period, comma, and space. Approximately 10,000
overlapping sequences were examined for each typist.
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Because interstroke interval distributions are highly skewed, I
have followed Shaffer (1973) in characterizing them by medians and
quartiles. The spread of an interval distribution was measured in terms
of the half-width: the difference between the third and first quartile
(the 75th and 25th percentile). I also repeated these analyses using
the standard deviation rather than the half-width as a measure of the
spread of the distribution. To eliminate the effect of very long
intervals on the standard deviation, intervals greater than 400 msec
were discarded (1.8% of the intervals). All results reported in this
paper were unaffected by the choice of standard deviation or half-width
as a measure of spread.

Half-Widths gi Interstroke Interval Distributions

Figure 7 shows the distribution of all interstroke intervals for a
typical typist. The half-width of the overall distribution is 63 msec.
On analysis it bccame clear, however, that this distribution was a
composite of many narrower distributions. When the context of the
interstroke interval was highly constrained by fixing the six character
string containing the interval (the three characters before and after
the interval), the interval distributions had a median half-width of 18
msec. Two such narrower distributions are also shown in Figure 7.
Figure 7 1illustrates the extremes of context effects, going from no
context at all (the distribution of all intervals) to the highly
controlled context provided by a string of six characters. I first
explore the effects of context by measuring the half-width of interval
distributions as context is sequentially added to the left and right of
the interval. Then in the following section I address the question of
whether these context effects are independent of words, or if
controlling the context merely helps specify the word in which the
digraph occurs.

The effects of specifying context are shown in Table 1. The line
labeled "All" gives the half-width of the distribution of all
interstroke intervals (the mean half-width across all typists is 56.7
msec). The median half-width of interval distributions for the
individual characters, shown on line "C", is the median half-width of
the distributions of interstroke intervals ending with a, b, ¢, etc.
The wmedian half-width for individual characters (5572 “msec) is
essentially the same as for all characters combined, indicating that
specifying the character being typed has 1little effect on the
variability of interstroke intervals. In contrast, specifying one
additional character to the left of the character being typed ("cC")
reduces the half-width by almost half to 31.7 msec. This is the
strongest context effect observed and is the basis for the common
practice of describing intervals in terms of the corresponding digraphs.
Table 1 also shows that the effect of context extends further than one
character to the left of the character being typed. Specifying a second
character to the left ("ccC") further decreases the half-width of the
distributions to 25.7 msec. Specifying a third character to the left
("cceC") has little effect. Somewhat surprisingly, context to the right
of the character being typed also affects the intervals. It appears
from the data in Table 1 that specifying one character ("Cc") or two
characters ("Ccc") to the right also reduces the half-width of the
interval distributions.

The data in Table 1 are confounded, however. Because the data are
based on normal English text, the distribution of letters in words is
not balanced and, for example, specifying right context also puts
constraints on the left context. To separate these factors, consider
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Figure 7. The distribution of all interstroke intervals for Typist

. 3. This distribution has a half-width of 63 msec. The figure also
! shows the distribution of intervals for the digraph al in the sequence
f <{spaced>calor with a half-width of 30 msec, and the dIstribution of in-
) tervals for the digraph ig in the sequence weight with a half-width of
17 msec. The median half-width for all such Interval distributions with

8ix characters of context fixed is 18 msec, indicating that the distri- ﬁ

bution of all interstroke intervals is composed of many narrower distri-
'1 butions with varying medians.
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{ Table 1

Median Half-Widths of Interval Distributions

. f -
X 1 Fixed | b i ' Typist | i
, | Stringa N i i 2 3 4 5 6 Mean |
x l 1
(AL, 1, se 73 63 51 57 4 | 56,7 !
. . C | 26 , 5 76 59 50 - 52 37, 55.2 !
| <C 206 35 39 34 30 24 28 31.7 |
[ eccc b o238 V27 33 27 23 21 23 |V o25.7
leceC | 94 | 26 29 26 21 22 22 Vo243
] Cc | 210 | 44 - 58 47 41 43 3 | 44,5
I Cee | 237 | 34 40 42 35 38 29 | 36.3 |
_ | ccCe | 94 | 23 25 23 19 17 19 | 21.0 |
; | ccCec | 58 | 24 25 19 19 16 18 | 20.2 |
F, | ceeCe 59 23 25 21 19 17 19 297 |
: 'cceCee | 20 25 22 18 20 16 2a | W5,

f Note. Based on all slx-character SCrings composed of Iower case
3 letters, period, comma, and space occuring ten or more times in the

diet text. 3

4 % The row labeled "All" is for the distribution of all characters
, combined. The labels for the other rows specify the fixed string
with "C" indicating the character which terminates the interval and "c"
indicating additional context characters. For example, the label "ccC"
% refers to a series of 23§ distributions including the distribution
of an intervals in the string tan.

b N is the number of distributions analyzed for each typist.

.
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the case when the character being typed and two characters to the left
are specified ("ccC"). A total of three characters are specified and
the mean half-width is 25.7 msec. A fourth character can be added to
the context either by specifying a third character to the left ("cceC")
or one character to the right of the typed character ("ccCc"). Adding a
character on the left to the context decreases the half-width by 1.4
msec, but adding a character on the right decreases the half-width by
4.7 msec, This effect holds for every individual typist, and indicates
that adding context to the right does more than merely constrain left
context. A similar argument shows that the second character of right
context has little effect (compare line "ccCc" with line "cceCe" versus
line "cecCec"). In summary then, the interstroke interval for typing a
given character is influenced by the neighboring two characters to the
left and one character to the right.

Word Effect gs_Context Effect?

It could be argued that the interstroke interval for a given
digraph is specific to the word, and in specifying the context we are
merely limiting the set of words in which the digraph occurs. There are
three major lines of evidence against this argument: first, context
effects cross word boundaries; second, intervals in the same context,
but in different words, do not differ; third, context effects can be
produced without word-specific timing patterns.

First, context effects cross word boundaries. To determine whether
context effects apply only within words or could also be found between
two words, I compared cases in which the left context was within the
word, with cases where it crossed a word boundary. As indicated in
Table 2, the half-widths of distributions for intervals preceeding lower
case letters narrows as the left context is further specified (compare
line "C" with line "cC" and line " C"). The character context is
clearly more effective than the space context: reducing the half-width
to an mean of 30.5 msec, compared to 42.7 msec for the space context.
The important point for this amalysis, however, is that specifying a
second character of left coantext further reduces the half-width of the
distributions by similar amounts whether the intervening character is a
lower case letter or a space. When it is within-word context (”cecC"),
the second character of context reduced the half-width by 6.5 msec on
average, and when it is cross-word context ("¢ C"), the second character
of context reduced the half-width by 7.4 mséé. Context effects cross
word boundaries for all six typists.

In accord with this result, Shaffer (1978) found that the initial
interval in a word could be affected by the previous word. For example,
the mean <space>s interval was 91 msec in the phrase win supply but 121
msec in the phrase ratio supply. He found significant efgects of the
previous word 1in 17 of Tthe 39 cases examined. Shaffer’s results
indicate not only that context effects can cross word boundaries, but
that the pattern of intervals found in a given word 1s dependent on the
previous word--additional evidence agalnst a word-specific timing
pattern.

Second, intervals in the same context, but in different words, do

not differ. I examined all words in the diet text that shared a string
ol four or more letters to see if there would be any effect of the word
being typed, once two letters of left context and one letter of right
context were specified. For example I compared the er interval in the

words permanent and supermarket. Since the text Wwas not specially
chosen %or this test, cEe number of possible comparisons was small.
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2 Table 2

’

E l Context Effects Within and Across Words
. . Median Half-Widths of Interval Distributions

; I T [ {
| Fixed | b | Typist | :
) Stringa | N | 1 2 3 4 5 6 ;| Mean
: c : 23 : 57 74 56 50 51 37 b oss.2 !
| ¢ | 1 | 35 37 32 28 24 29 | 30.8 |
ceC 104 27 30 25 21 21 22 | 24.3 |
I ¢ 20 | 45 50 53 50 32 26 | 42,7 |
| T | 36 | 33 . 41 50 37 28 23 | 35.3 |
i ' Note. Based on all strings composed of six lower case letters

: occuring 10 or more times in the diet text. Some of the half-widths

| in this table are slightly different from the corresponding half-widths
in Table 1 because "C" and "c¢" in Table 1 include lower case

letters, period, comma, and space, but "C" and "c¢" in this table

are restricted to lower case letters only.

- 2 The labels specify the fixed string

. with "C" indicating the letter terminating the interval and "c"
indicating additional context characters. For example, the label "¢ C"
refers to a series of 36 distributions including the -
distribution of <{space>t intervals in the string e<spacedt.

b N is the number of distributions analyzed for each typist.
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Nonetheless, out of 77 pairs of intervals compared in the same context
but different words, none of the means was significantly different at
the 5% level. Although a null result is never very convincing, this
finding supports the view that it is the surrounding character context,
rather than the word, which determines the interstroke interval.

Third, context effects can be produced without word-specific timing
atterns. Examination of the typewriter keyboard (Figure 1) suggests
Eow these wider context effects can be accounted for without having to
postulate word-specific timing patterns. Consider the it interval in
the sequences bit and wit. The typing of the t by the index finger om
the top row Could bé delayed in the sequenie bit, relative to the
sequence wit, because the index finger is pulled away from the top row
to type the b on the bottom row (the w is typed by the left ring finger
on the top Tow). Five of the six "typists had a longer median it
interval in the sequence bit (mean over typists = 130 msec) than in the
sequence wit (mean = 112 mSéc). The means were significantly different
by a t test.

It is less obvious how context to the right of the digraph could
affect intervals. To see how this might come about, consider the
sequences tin and tio. The i and o are typed by the right hand on the
top row, but the n 1s typed by the right hand on the bottom row. If the
attempts to type neighboring letters overlap somewhat in time, we could
expect the ti interval to be longer in the sequence tin; a tendency to
move to the Bottom row to type the n would conflict with the movement to
the top row to type the i. This Tonflict would not exist when typing
the sequence tio. All sixX typists had a longer median ti interval in
the sequence tin (mean over typists = 126 msec) than in the sequence tio
(mean = 100 msec). The means were significantly differeant by a t teSt.
shaffer (1978) has also found effects of right context on interstroke
intervals.

These data from typists are supported by results from the
simulation model of typing developed by Rumelhart and Norman (1982).
Their simulation model has no word-specific timing patterns. 1Instead,
keystroke timing is determined by the layout of the keyboard and the
physical constraints of the hands and fingers, which may be attempting
to type several letters at once. Rumelhart and Norman report effects of
right context very similar to those obtained by Shaffer. I did several
experiments with their computer simulation model, having it type the
diet text as well as specially controlled texts. I found context
effects from characters two to the left and one to the right similar to
those shown by typists. For instance, the mean it interval produced by
the simulation model in the sequence bit was 1.6 times as long as in the
sequence wit. The mean ti interval in the sequence tin was 1.3 times as
long as im the sequence tio. In both cases the means were significantly
different by a t test. ~

Summary

Terzuolo and Viviani argued that the fact that digraph intervals
could vary from one word to another was evidence for a word-specific
timing pattern. Although I also find that a given digraph interval can
vary from one word to another, I show that this variation is part of a
systematic pattern of context effects produced by the surrounding
characters. The effects of local context at the time of planning or
execution appear to be sufficient to account for all the observed
results. Most importantly, the fact that context effects act similarly
within words and across word boundaries indicates that word-specific
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timing patterns do not produce in these context effects. Thus, these
analyses do not support the third feature of the TV model--word-specific
timing patterns.

Discussion

The data and analyses presented in this paper are in conflict with
the model of Terzuolo and Viviani in which keystroke times are generated
in parallel from a word-specific timing pattern with a multiplicative
rate parameter. This conflict is not based on differences between ay
dﬁtadand theirs; instead, it is based on a different interpretation of
the data.

My data show the same pattern of variances in keystroke times as
reported by Terzuolo and Vivianl after the times were '"normalized" by
their proportional transformation. However, the observation that
variances do not increase for successive letters in a word is not
evidence for a parallel timing model. Instead it is an artifact ~of
their transformation. The pattern of variances in the transformed times
is different for parallel and serial models, however, and data from
typists fits a serial model of timing more closely than a parallel
model.

My data confirm the finding by Terzuolo and Viviani that the
interstroke interval for a digraph can depend upon the word in which it
appears. However, the relevant context is the surrounding characters,
not the word, as they claim. These context effects c¢ross word
boundaries, which argues against a word-specific basis.

Finally, on the issue of whether the interstroke intervals expand
proportionally, some of my data are similar to those reported in various
figures by Terzuolo and Viviani. However, Terzuolo and Viviani only
report on selected words and, although some of my data look like theirs,
most do not. Statistical techniques can be used in these cases to
compare the entire body of experimental data with a theoretical model.
This gives a better view of the typicality and range of the experimental
data and helps guard against the tendency to select only those instances
that support a particular theory. When that is done with my data, a

model with proportionally expanding interstroke intervals is rejected by
the data about 60% of the time.

My analyses argue against the control of timing in typing by a
word-specific, stored, timing pattern which can be proportionally
expanded or contracted to produce words of differing overall duration.
This does not, however, rule out all models of timing based on central
patterns. For example, a timing pattern could be generated in the
course of preparing to execute the keystrokes, or might be based on
digraphs or trigraphs rather than word units. Grudin (1981) has found
that, in the case of transposition errors, the timing of the keystrokes
is closer to what would be expected for the correct sequence, rather
than what would be expected for the incorrect sequence that was actually
typed. It is difficult to account his results without proposing some
type of timing pattern to control the keystrokes.
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31.

32.

33.

34.

35,
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37.
38.

CHIP Technical Report List

David M. Green and William J. McGill, On the equivalence of detection probabilities and well known statis-
tical quantities. October, 1969.

Donald A. Norman. Comments on the information structure of memory. October, 1969.
Norman H. Anderson. Functional measurement and psychophysical judgment. October, 1969.

James C. Shanteau. An additive decision-making model for sequential estimation and inference judgmwents.
October, 1969,

Norman H. Anderson. Averaging model applied to the size-weight illusion. October, 1969.
Norman H. Anderson.and James C. Shanteau. Information integration in risky decision making. November, 1969.

George Mandler, Richard H. Meltzer, Zena Pearlstone. The structure of recognition. Effects of list tags
and of acoustic and semantic confusion. November, 1969.

Dominic W. Massaro. Perceptual processes and forgetting in memory tasks. January, 1970.

Daniel Graboi. Searching for targets: The effects of specific practice. February, 1970.

James H. Patterson and David M. Green. Discrimination of transient signals having identical energy spectra.
February, 1970.

Donald A. Norman, Remembrance of things past. June, 1970.

Norman H. Anderson. Integration theory and attitude change. August, 1970. |

A.D. Baddeley and J.R. Ecob. Reaction time and short-term memory: A trace strength alternative to the high- :
speed exhaustive scanning hypothesis. November, 1970. i

A.D. Baddeley. Retrieval rules and semantic coding in short-term memory. December, 1970.

Roy D. Patterson. Residue pitch as a function of the number and relative phase of the component sinusoids.
March, 1971.

George Mandler and Marilyn A. Borges. Effects of list differentiation, category membership and prior recall
on recognition. May, 1971.

David E. Rumelhart, Peter H. Lindsay, and Donald A. Norman. A process model for long-term memory. May, 1971.
David E, Rumelhart and Adele A. Abrahamson. Toward a theory of analogical reasoning. July, 1971.
Martin F. Kaplan. How response dispositions integrate with stimulus information. August, 1971.

Martin F. Kaplan and Norman H. Anderson. Comparison of information integration and reinforcement models for
interpersonal attraction. August, 1971.

David M. Green and R. Duncan Luce. Speed-accuracy tradeoff in auditory detection. September, 1971.

David E. Rumelhart. A multicomponent theory of confusion among briefly exposed alphabetic characters.
November, 1971.

Norman H. Anderson and Arthur J. Farkas. New light on order effects in attitude change. March, 1972.
Norman H. Anderson. Information integration theory: A brief survey. April, 1972.
Donald A. Norman. Memory, knowledge, and the answering of questions. May, 1972..

David J. Weiss. Averaging: An empirical validity criterion for magnitude estimation.
Norman H. Anderson. Cross-task validation of functional measurement. June, 1972,

David E. Rumelhart and Patricia Siple. The process of recognizing tachistoscopically presented words.
August, 1972,

Ebbe B. Ebbesen and Richard Bowers. The effects of proportion of risky to conservative arguments 1in a
group discussion on risky shift. September, 1972.

Ebbe B. Ebbesen and Michael Haney. Flirting with death: Variables affecting risk taking on our nation's
highways. September, 1972.

Norman H. Anderson. Algebraic models in perception. November, 1972.

Norman H. Anderson. Cognitive algebra: Information integration applied to social attribution. December,
1972.

Jean M. Mandler and Nancy L. Stein. Recall recognition of pictures by children as a function of organiza-
tion and of distractor similarity. January, 1973.

David E. Rumelhart and Donald A. Norman. Active semantic networks as a model of human memory.
Marc Eisenstadt and Yaakov Kareev. Towards a model of human game playing. June, 1973.

George Mandler. Memory storage and retrieval: Some limits on the reach of attention and consciousness.
July, 1973.

Kent L. Norman. A method of maximum likelihood estimation for stimulus integration theory. August, 1973.
Yaakov Kareev. A model of human game playinpg. August, 1973.
Donald A. Norman. Cognitive organization and learning. August, 1973.
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66.
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68.
69.
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71.
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Larry D. Rosen and J. Edward Russo. Binary processing in multi-alternative choice. October, 1973.

Samuel Himmelfarb and Norman H. Anderson. Integration theory analysis of opinion attribution. December, :
1973, ;
1

George Mandler. Consciousness: Respectable, useful, and probably necessary. March, 1974,
Norman H. Anderson. The problem of change-of-meaning. June, 1974.

Norman H. Anderson. Methods for studying information integration. June, 1974. .
Norman H. Anderson. Basic experiments in person perception. June, 1974. ;
Norman H. Anderson. Algebraic models for information integration. June, 1974. J
Ebbe B. Ebbesen and Vladimir J. Kone¥ni. Cognitive algebra in legal decision making. September, 1974.

Norman H. Anderson. Equity judgments as information integration.
Arthur J. Farkas and Norman H. Anderson. Input summation and equity summation in multi-cue equity judgments.
December, 1974.

George Mandler and Arthur Graesser II. Dimensional analysis and the locus of organization. January, 197S.
James L. McClelland. Preliminary letter identification in the perception of words and nonwords. April, 1975.

Donald A. Norman and Daniel G. Bobrow. On the role of active memory processes in perception and cognition.
May, 1975.

J. Edward Russo. The value of unit price information. An information processing analysis of point-ofpurchase i
decisions. June, 1975. 1

Elissa L. Newport. Motherese: The speech of mothers to young children. August, 1975.

Norman H. Anderson and Cheryl C. Graesser. An information integration analysis of attitude change in group
discussion. September, 1975.

Lynn A. Cooper. Demonstration of a mental analog of an external rotation.
Lynn A. Cooper and Peter Podgorn . Mental transformations and visual comparison processes: Effects of com-
plexity and similarity. ctober, 1975.

David E. Rumelhart and Andrew Ortony. The representation of knowledge in memory. January, 1976.
David E. Rumelhart. Toward an interactive model of reading. March, 1976.

Jean M. Mandler, Nancy S. Johnson, and Marsha DeForest. A structural analysis of stories and their recall:
From “Once upon a time' to "Happily ever after'. March, 1976.

David E. Rumelhart. Understanding and summarizing brief stories. April, 1976.
Lynn A. Cooper and Roger N. Shepard. Transformations on representations of objects in space. April, 1976.
George Mandler. Some attempts to study the rotation and reversal of integrated motor patterns. May, 1976.

. ainiin;

Norman H. Anderson. Problems in using analysis of variance in balance theory. June, 1976.

Norman H. Anderson. Social perception and cognition. July, 1976.

David E. Rumeégart and Donald A. Norman. Accretion, tuning and restructuring: Three modes of learning. H
August, 1976.

George Mandler. Memory research reconsidered: A critical view of traditional methods and distinctions.
September, 1976.

Norman H. Anderson and Michael D. Klitzner. Measurement of motivation.

Michael D. Klitzner and Norman H. Anderson. Motivation x expectancy x value: A functional measurement ap-
proach. November, 1976.

Vladimir J. Kone¥ni. Some social, emotional, and cognitive determinants of aesthetic preference for melodies
in complexity. December, 1976,

Hugh Mehan, Courtney B. Cazden, LaDonna Coles, Sue Fisher, Nick Maroules. The social organization of class-
room lessons. December, 1976.

Hugh Mehan, Courtney B. Cazden, LaDonna Coles, Sue Fisher, Nick Maroules. Appendices to the social organiza-
tion of classroom lessons. December, 1976, "ﬂ

Norman H. Anderson. Integration theory applied to cognitive responses and attitudes. December, 1976.

NorT;g7H. Anderson and Diane 0. Cuneo. The height + width rule in children's judgments of quantity. June,

Norman H. Anderson and Clifford H. Butzin. Children's judgments of equity. June, 1977.

-Donald R. Gentner and Donald A. Norman. The FLOW tutor: Schemas for tutoring. June, 1977.

George Mandler. Organization and repetition: An extension of organizational principles with special reference
to rote learning. May, 1977.

Manuel Leon. Coordination of intent and consequence information in children's moral judgements. August, 1977.

Ted Supalla and Elissa L. Newport. How many seats in a chair? The derivation of nouns and verbs in American
Sign Language. November, 1977.

Don:;g7A. Norman and Daniel G. Bobrow. Descriptions: A basis for memory acquisition and retrieval. November,
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Note:

Michael D. Williams. The process of retrieval from very long term memory. September, 1978.

Jean M, Mandler. Categorical and schematic organization in memory. October, 1978.

James L. McClelland. On time relations of mental processes: A framework for analyzing processes in cascade.

October, 1978.
Jean M. Mandler and Marsha DeForest. Developmental invariance in story recall. November, 1978.
David E. Rumelhart. Schemata: The building blocks of cognition. December, 1978.

Nancy S. Johnson and Jean M. Mandler. A tale of two structures: Underlying and surface forms in stories.
January, 1979.

David E. Rumelhart. Analogical processes and procedural representations. February, 1979.
Ross A. Bott. A study of complex learning: Theory and methodologies. March, 1979.

Laboratory of Comparative Human Cognition. Toward a unified approach to problems of culture and cognition.
May, 1979,

George Mandler and Lawrence W. Barsalou. Steady state memory: What does the one-shot experiment assess?
May, 1879.

Norman H. Anderson. Introduction to cognitive algebra. June, 1979.

Edited by Michael Cole, Edwin Hutchins, James Levin and Naomi Miyake. Naturalistic problem solving and
microcomputers. Report of a Conference. June, 1979.

Donald A. Norman. Twelve issues for cognitive science. October, 1979.
Donald A. Norman. Slips of the mind and an outline for a theory of action. November, 1979.

The Center for Human Information Processing: A Description and a Five-Year Report (1974-1979). November,
1979.

Michael Cole and Peg Griffin. Cultural amplifiers reconsidered. December, 1979.

James L. McClelland and David E. Rumelhart. An interactive activation model of the effect of context in
perception. Part I. April, 1980,

James L. McClelland and J.K. O'Regan. The role of expectations in the use of peripheral visual information
in reading. February, 1980.

Edwin Hutchins. Conceptual structures of Caroline Island navigation. May, 1980,

Friedrich Wilkening and Norman H. Anderson. Comparison of two rule assessment methodologies for studying
cognitive development. June, 1980.

David E. Rumelhart and James L. McClelland. An interactive activation model of the effect of context in
perception. Part I1. August, 1980.

Jean M. Mandler. Structural invariants in development. September, 1980.
David E. Rumelhart and Donald A. Norman. Analogical processes in learning. October, 1980.

James A. Levin and Yaakov Kareev. Personal computers and education: The challenge to schools. November,
1980,

Donald A. Norman and Tim Shallice. Attention to action: Willed and automatic control of behavior.
December, 1980.

David E. Rumelhart. Understanding understanding. January, 1981.
George Mandler. The structure of value: Accounting for taste. May, 1981.

David E. Rumelhart and Donald A. Norman. Simulating a skilled typist: A study of skilled cognitive-motor
performance. May, 1981.

Jean M. Mandler. Representation. June, 1981.
Donald R. Gentner. Skilled finger movements in typing. July, 1981.
Edwin L. Hutchins and James A, Levin. Point of view in problem solving. August, 1981.

Michael Cole. Society, mind and development. September, 1981.
Michael Cole. The zone of proximal development: Where culture and cognition create each other. September,
1981.

Laboratory of Comparative Human Cognition. Culture and cognitive development. November, 1981.
Donald R. Gentner. Evidence against a central control model of timing in typing. December, 1981.

Requests for CHIP reports should be addressed to the author. Reports are also available through the
Library Loan Service of the University of California, San Diego, La Jolla, California 92093,
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